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Abstract: Chalcopyrites are ternary semiconductor compounds with successful applications in
photovoltaics. Certain chalcopyrites are well researched, yet others remain understudied despite
showing promise. In this study, we use ab initio methods to study CuGaS2, AgGaS2, and CuGaSe2

chalcopyrites with a focus on their less studied solid solutions. We use density functional theory
(DFT) to study the effects that atomic configurations have on the properties of a solid solution and
we calculate the optical absorption spectra using a many-body perturbation theory. Our theoretical
simulations predict that excess of In and Se in the solid solutions leads to narrowing of the band
gap and to the broadening of the absorption spectra. Obtained results show promise for possible
photovoltaic applications, as well as developed methodology can be used for further study of other
promising chalcopyritic compounds.

Keywords: chalcopyrites; solid solutions; density functional theory; ab initio calculation; photovoltaics

1. Introduction

Chalcopyrites are ternary semiconductor materials with a general formula I–III–VI2 or
II–IV–V2. They are well known for their thin film solar cell applications with copper indium
gallium diselenide (CIGS) being an efficiency record holder for multiple decades [1–3],
although recently there is competition from perovskite and cadmium telluride technolo-
gies [4]. An important caveat about CIGS is that it is not a pure chalcopyrite but a solid
solution of CuInSe2 and CuGaSe2. Precise control over In/Ga composition allows for band
gap tuning and is thus paramount in achieving the desired solar cell efficiency.

Chalcopytite solar cells are typically manufactured by the deposition of metals on a
substrate either by evaporation or sputtering with a subsequent sulfurization or selenization
step [5]. Another approach is the use of epitaxial methods, where growth and composition
are dictated by the temperature inside the effusion cells, thus giving the control of the final
product [6]. Under these circumstances, the composition of a final solid solution is set either
by mixture proportion of the precursor chemicals in the case of the evaporative method or by
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controlling the fluxes in epitaxy. The band gap of an obtained solid solution and most of its
properties, in general, vary gradually between those of the endpoint compounds, provided
that the constituent has similar chemical nature and are interchangeable in the crystal lattice.
Precisely, this fact allows for band gap engineering with one of the first historical examples
in semiconductor technology being the experiments with silicon-germanium alloys [7].
For CIGS, the typical Gallium to Indium proportion is approximately 0.4, which leads
to improved device performance, although the optimal band gap is at a higher gallium
concentration [8].

Analogously, other chalcopyrite-like (kesterite [9]) compounds were proposed as
candidates for photovoltaic applications; copper zinc tin sulfide (CZTS), copper zinc tin
selenide (CZTSe), and their respective solid solutions (CZTSSe) are actively studied in
an attempt to replace toxic and/or expensive materials, such as indium, gallium, and
tellurium [10,11]. The photovoltaic effect was first demonstrated in 1988 [12], but recently
the interest has grown due to improving the efficiency of the solar cells fabricated by this
technology [4]. Just as in the case of CIGS, zinc to tin proportion may be controlled to
reach a desired band gap value, and, thus, desirable optical absorption properties can be
obtained. Practically used chemical composition is close to stoichiometric (Cu2ZnSnSe4),
and the record efficiency for this type of solar cell are on the order of 12% [4,13].

Chalcopyrite-like compounds with copper replaced by silver and gold are also a
research topic. Gold-containing chalcopyrites have been investigated theoretically [14] and
the presence of copper-gold domains was shown to have a beneficial impact on transport
properties in CuInS2 solar cells [15]. Silver-containing chalcopyrites on the other hand
have interesting non-linear optical properties and are developed as an ecologically friendly
alternative to existing solar cells.

Chalcopyrite applications are not limited to photovoltaics. Lithium-containing com-
pounds demonstrate birefringence and together with aforementioned AgGaSe2 show
non-linear optical properties [16–19]. Enriched LiInSe2 is being explored for neutron scin-
tillating applications due to the high neutron cross-section of 6Li and natively exhibited
luminescence [20,21]. Although it is worth mentioning that this material under normal
conditions crystallizes in a structure that is atypical for chalcopyrites.

In summary, chalcopyrites present some compelling properties and deserve further
investigation. Considering theoretical computational methods may be more practical than
the direct experimental research, which can prove expensive and technically challenging.
In the presented work we employ the density functional theory (DFT) methods to study
the atomic, electronic, and optical properties of chalcopyrite solid-state solutions.

Previous studies are either based on pure chalcopyritic compounds [22–28] or treat
solid solutions for a select few possible elemental compositions [29]. Anyway, a compre-
hensive analysis of chalcopyritic solid solutions to our knowledge was not yet performed
and certain data points are lacking. We aim, therefore, with our work to plug the gaps in
the existing knowledge.

The broad class of ternary metal/non-metal semiconductors crystallize in tetragonal,
orthorhombic, trigonal, or cubic symmetry [30], yet compounds that are classified as
chalcopyrites and are important for photovoltaic applications are tetragonal, have the I4̄2d
space group (Nr. 122), and, henceforth, will be the only ones considered.

The paper is organized in the following way. First, we discuss the utilized methods
and underlying reasons for the choice of each of the used DFT-based approaches, next, the
results are presented, starting with calculations for different possible configurations for
solid solution crystallographic cell, and then the calculated electronic and optical properties
of the materials. The paper ends with a brief discussion of the results.

2. Computational Details

Striving for generality we considered the solid solutions with a general formula of
CuxAg1−xGayIn1−yS2zSe2(1−z) that is solid solutions that are formed when one of the
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elements in CuGaS2 is partially replaced. In this case x, y, and z run from 0 to 1 and define
a three-dimensional configuration space.

A single pure chalcopyrite crystallographic cell contains four times as many atoms as
defined by stoichiometry in the chemical formula. Hence, by exchanging atoms inside the
crystallographic cell one can achieve different compositions for solid solutions with a step
of 0.25 (or 0.125 for group VI atoms) for the above-defined configuration coordinates. It is
important to note that there is a number of non-equivalent positions an atom may take in
the crystallographic cell. One of the focuses of our study was to understand the effect of
the non-equivalent positioning of atoms on the overall electronic properties of the material.

Secondly, one of the determining factors for photovoltaic applications is the absorption
efficiency. Interpreted as the imaginary part of the dielectric function, the absorption
efficiency can be obtained using perturbation theory applied to previously calculated
electronic wave functions. This is technically done using Green function formalism and
solving the Dyson equation for the microscopic dielectric susceptibility. The microscopic
dielectric susceptibility is then defined by an expression [31,32]:

χG,G′(q, ω) = χ0
G,G′(q, ω) + ∑

G1,G2

χ0
G,G1

(q, ω)vG1 δG1,G2 χG2,G(q, ω)

where χG,G′—is the final susceptibility in random phase approximations, χ0
G,G′ is the

unperturbed susceptibility, v—the Hartree potential and q and ω are the transferred
momenta and frequency. The microscopic dielectric function is connected to the microscopic
susceptibility through a formula:

ε−1
G,G′ = δG,G′ + vG(q)χG,G′(q, ω)

The macroscopic dielectric function is then found by taking the limit as q→ 0. This
approximation omits additional effects, such as two particle interaction, which can lead to
exciton formation that moves the optical absorption edge deeper into the band gap region
and can play a role in the description of the absorption spectra of the material. Furthermore,
only the Hartree part of the exchange-correlation is taken into account, which can lead to
the reduced accuracy of the results.

For the calculation of electronic band structures and estimation of the role of atomic
position in the crystallographic cell, we utilized total energy code CRYSTAL [33,34] owing
to its computational efficiency and the exploitation of linear combination of atomic orbitals
(LCAO)-based methods for basis sets that are known to produce good results for non-
conducting materials [35]. However, since the optical properties calculations are poorly
represented in CRYSTAL code, we employ Quantum Espresso and Yambo bundle [31,36,37]
to obtain the dielectric functions.

2.1. Electronic Band Structure

Consistent triple zeta value basis sets with polarization quality [38] were considered for
application in the study. These basis sets were tested against a variety of materials, including
different metal chalcogens, which are relevant to our study. In the test calculations, they
provided fast and robust self-consistent field computation convergence and reliable lattice
constant values with a maximum deviation from the experiment of no more than 3%
for the complete material test set. Therefore, in a natural attempt to capture the precise
results and to optimize convergence times we used the aforementioned basis sets for all
our computations.

In order to choose the best suited exchange-correlation functional we performed a
series of test runs that are summarized in Tables 1 and 2. CuGaS2 and CuGaSe2 were
used as test cases and both the deviation of lattice constants and the band gap values from
experimental observations was used to gauge the quality of the representation provided
by the chosen functionals. Of all the juxtaposed functionals HSE06 [39] was chosen as the
most fitting from the results of calculations.
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HSE06 is a hybrid functional that mix the GGA functional with a portion of exact
Hartree–Fock exchange. HSE06 specifically incorporates a screened Coulomb interaction
to improve the description of the exchange term and it is well-suited for computations of
semiconductor materials.

Our test runs demonstrated the best agreement for both lattice constant and band gap
values. Lattice constants are within 4‰ of the experimental value, yet the band gap value
differs as much as 1 eV, which is, however, a well-known imprecision of the DFT method.

For every compound, we started with a geometry input where lattice constants were
set using available experimental data. Geometry was subsequently optimized using the
BFGS algorithm [40]. For solid solutions the crystallographic cell used for calculation
was expanded to a desired volume and the necessary admixture was created by utilizing
the atomic substitution functionality provided by CRYSTAL. The best performance was
achieved by using the Anderson method for convergence acceleration and an FMIXING (a
parameter that defines Fock/Kohn–Sham matrix mixing) value of 80%.

Table 1. Lattice constants and band gap for CuGaS2 compound obtained with functionals
B3PW [41–43], B3LYP [44–46], HSE06 [39,47], PBE0 [48], and SC-BLYP [49].

CuGaS2 a, (Å) c, (Å) Band Gap, (eV)

B3PW 5.37 10.53 3.23
B3LYP 5.45 10.64 2.95
HSE06 5.36 10.51 3.10
PBE0 5.36 10.50 3.77

SC-BLYP 5.49 10.71 2.35

Experiment [3] 5.35 10.47 2.53

Table 2. Lattice constants and band gap for CuGaSe2 compound obtained with with functionals
B3PW [41–43], B3LYP [44–46], HSE06 [39,47], PBE0 [48], and SC-BLYP [49].

CuGaSe2 a, (Å) c, (Å) Band Gap, (eV)

B3PW 5.63 11.08 2.86
B3LYP 5.70 11.23 2.54
HSE06 5.62 11.05 2.66
PBE0 5.61 11.04 3.30

SC-BLYP 5.74 11.31 1.98

Experiment [50] 5.61 11.02 1.63

2.2. Optical Properties

To obtain the absorption spectra we utilized Yambo code [31,37] which, however, is
not interfaced with CRYSTAL output and so additional self-consistent calculations had to
be performed to obtain usable wavefunctions.

For the correct implementation of the Yambo code, it is necessary to obtain the wave-
functions that are constructed from a norm-conserving basis set. In order to assure this we
used pw.x (PWSCF) utility from the Quantum Espresso code [36] and the norm-conserving
pseudopotential plane wave basis set with an energy cut-off of 30 Rydberg [51]. In this
work, authors generated a set of 141 norm-conserving pseudo potentials split into the
stringent and standard accuracy tables for the most abundant periodic table elements.
The authors gave special care to test the validity of the provided potentials with the total
number of test calculations being 70,000. In our study, we used the standard accuracy
pseudopotentials, which in our tests lead to faster convergence of the results.

A pure DFT correlation-exchange functional, namely, the Perdew–Burke–Ernzerhof
(PBE) functional, was used [52] as the basis for pw.x calculations due to the faster conver-
gence times.

Calculations were performed using 6 × 6 × 6 k-point mesh. To achieve faster conver-
gence, we utilized Davidson iterative diagonalization with an overlap matrix mixing beta
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of 0.6. The space group was forced to be symmorphyc (only symmmorphic symmetries
were used in calculation), which was necessary for the correct functioning of the further
optical spectra calculation module. Geometry optimization was performed on the system
using the BFGS (Broyden–Fletcher–Goldfarb–Shanno) algorithm, with the convergence of
the optimization step proving more challenging than in the case of CRYSTAL computations.

Compared with experimental results we obtained underestimated band values with
the observed error in the range of 1 eV, and, in general, the band gap values were less accu-
rate than the one obtained in CRYSTAL calculations with an optimized hybrid functional
choice. The lattice constants, however, agreed well with available experimental data and
were within few percent of the reported values.

Typical calculation lasted much longer than the analogous counterpart in CRYSTAL,
and the overall computational time increased by a factor of ten. The especially long
conversion was observed for the cases with selenium present in the computation. We
attribute this fact to the choice of pseudopotential.

We used Yambo, a tool based on perturbation theory, that obtains the dielectric function
by solving the Dyson equation for electric susceptibility. For the calculation of the electric
susceptibility functions, we used the independent particle approximation with application
of scissor operator to correct for band gap discrepancies compared to calculations made
with CRYSTAL. Since the crystal has an anisotropic tetragonal crystal structure we provide
spectra calculated for the two principle directions in the crystal, the electric field is either
applied parallel to the longer crystal axis (c) or orthogonal to it (along the direction a).
The damping factor was set to 0.1 eV, and the spectra were calculated in the 0 to 10 eV
frequency range for 1000 energy steps between the boundary points. This range captures
the totality of the visible spectrum range and depicts all the essential interesting absorption
characteristics of these materials.

3. Results and Discussion
3.1. Atomic Structure

As mentioned before, when considering a solid solution there are multiple atom
placement possibilities in a crystallographic cell. We studied the effect that the different
positioning of Ga and In atoms in a CuGaxIn1−xS2 crystallographic cell can have on the
calculation results. Under the chosen representation of the crystallographic cell for pure
chalcopyrite (CuGaS2 or CuInS2, see Table 3) all Cu atoms are located in the Wyckoff a posi-
tion, Ga and In are in Wyckoff position b, while S remains in the position d. In other words
since the positions of Ga and In are symmetrically equivalent, the substitution of a single
atom inside the crystallographic cell is invariant for any of the four available placement
positions. This corresponds to the cases CuGa0.25In0.75S2 and CuGa0.75In0.25S2, where one
of the atoms of the corresponding pure chalcopyrites is swapped with another one.

Table 3. Wyckoff positions for space group I4̄2d (Nr. 122).

Multiplicity Wyckoff
Letter Site Symmetry Coordinates (0, 0, 0) + (1/2, 1/2, 1/2)+

16 e 1
(x, y, z) (−x, −y, z) (y, −x, −z) (−y, x, −z)
(−x+1/2, y, −z+3/4) (x + 1/2, −y, −z+3/4)
(−y+1/2, −x, z+3/4) (y+1/2, x, z+3/4)

8 d .2. (x,1/4,1/8) (−x, 3/4, 1/8)
(1/4, −x, 7/8) (3/4, x, 7/8)

8 c 2.. (0, 0, z) (0, 0, −z) (1/2, 0, −z+3/4) (1/2, 0, z+3/4)

4 b −4.. (0, 0, 1/2) (1/2, 0, 1/4)

4 a −4.. (0, 0, 0) (1/2, 0, 3/4)

On the other hand, when two atoms ought to be replaced, the underlying symmetry
is broken, and the positioning of the atoms becomes non-equivalent. Therefore, we per-
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formed calculations pertaining to all possible non-equivalent two atoms positioning inside
a crystallographic cell to assess the effect that different configurations may have on the
overall properties of the system.

Obtained results (Figure 1) show that possible configurations may be grouped in two
general cases, one that preserves the tetragonal symmetry and one that breaks it. If the
atoms are placed asymmetrically, the lattice becomes elongated in the direction correspond-
ing to the greater concentration of larger diameter atoms, which leads to irregularities in
the physical crystal. The band gap is also affected and is different in the two cases. Yet the
overall effect is small corresponding to ≈1.5% for the case of band gap value differences
and to ≈0.5% regarding the lattice anisotropy. Hence, in the first approximation different
atom positioning is insignificant and can be disregarded.

Figure 1. Possible atom positioning in a CuGa0.5In0.5S2 cell. In red: symmetric lattices; in green:
lattices with the broken tetragonal symmetry due asymmetric atomic placements.

Moreover, a real crystal should be considered as a mixture of these configurations,
with the results smoothed over by the averaging effect of all configurations simultaneously
present in the physical crystal. Since the range, in which the band gap values fluctuate, is
constricted it is not depicted in Figure 2, instead the average value is used. The lattice con-
stants as well are given for the symmetric case that does not break the tetragonal symmetry
and are averaged over the obtained values for every of the calculated compositions.

3.2. Electronic and Optical Properties

Using the symmetrical atom configuration we have performed calculations for solid
solutions with different chemical compositions. Results are gathered in Figure 2. Most of
the parameters change linearly between the pure chalcopyrite states, yet there is a visible
non-linearity for the case of band gap for Cu-Ag solid solution. We calculated the bowing
parameter for the silver–copper solid solution and found it to be equal to approximately
80 meV. This may connected to the non-uniform change in the lattice parameters; while
a increases c remains virtually unchanged, hence leading to a changing a/c ratio (from
1.94 to 1.84) and to a more pronounced tetragonal character of the AgGaS2 crystal lattice.
The a/c ratios for Indium–Gallium solid solution, on the other hand, changes from 1.94
to 1.98 linearly, and similarly, the a/c ratio for sulphur–selenium solution ranges between
1.94 and 1.96.

We also calculated the electronic band structures of the solid solutions under study.
A selection of these results for pure materials and their mutual solutions are presented in
Figure 3. The calculations were performed using the utilities provided by crystal code, and
the path was chosen along the high-symmetry points for the I4̄2d group (Γ, M, P, PA) as
defined by the Bilbao crystallography server [53].
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Figure 2. Band gaps (a) and lattice parameters (b,c) for CuGa1−xInxS2, CuGaS2(1−x)Se2x and
Ag1−xCuxGaS2 solid solutions with different concentrations of Ga and In (blue curve), S and Se
(orange curve) and An and Cu (gray curve) concentration. Linear approximation is used for all
solutions except CuxAg(1−x)GaS2, where quadratic fit is used to account for the band gap bowing.
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Figure 3. Calculated band structures. (Top row): CuxAg1−xGaS2, (middle row): CuGayIn1−yS2,
(bottom row): CuGaS2zSe2(1−z). The Fermi level is shown as calculated in comparison to vacuum
energy. Energy scales and Brioulline zone paths are identical for all of the depicted compounds.

A direct Γ–Γ band gap is visible in the calculated band structures. It leads to the large
absorption coefficient and again confirms the applicability of the materials for solar cell
applications. Presence of In and Se in the solid solutions leads to the narrowing of the
band gap shifting the band edges toward lower energies while presence of Ag increases
the band gap.

Interpretation of the band structure near the band gap is as follows. For the case
of a pure CuGaInS2, the conduction band is formed by Gallium s-orbitals and sulphur
s-orbitals, the valence band, on the other hand, is formed by the d-orbitals of copper and
by the p-orbitals of sulphur. The addition of other constituents into the solid solutions
introduces new orbitals into the band structure and newly formed bands are created as
orbitals of the solution-forming elements hybridize with each other. Silver d-orbitals mix
with copper d-orbitals (Figure 4), Gallium s-orbitals participate in the conduction band
formation together with Indium-p orbitals, and selenium and sulphur p-orbitals influence
both the valence and the conduction bands. Since, in general, for our study the band gap
for the admixture chalcopyrites grows together with the atomic number of the constituent
elements, the total effect on the band structure is the band gap reduction.

The Fermi level remains relatively unchanged between the various solid solutions
with a notable exception of silver, which leads to a noticeable decrease in the Fermi level.
Near the Γ-point the valence and conduction bands are flat, which is to be expected for a
photovoltaic material. The curvature of the conduction and valence bands does not also
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significantly change with the introduction of other elements, which is desirable for solar
cell applications, such as reduced charge carrier effective mass and higher mobility.

Figure 4. Projected density of states for the case of copper–silver solid solution. Columns represent
increasing silver admixture, rows—projections of densities of states on different elemental species.
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Lastly, we have performed calculations of optical absorption spectra. Figure 5 shows
spectra obtained using Yambo code for different compositions of solid solutions. The
absorption as expected starts in the visible light region and diminishes past its peak until
the 10 eV mark is reached. This range defines most of the total absorption range for the
materials. The broadening of absorption spectra for CuGa1−xInxS2, CuGaS2(1−x)Se2x solid
solutions is predicted. The results are in reasonable agreement with experimental and
other theoretical predictions and experimental data [54–57]. Compared to the available
data we correctly represent the absorption edge in our calculations. For CuInS2, we find a
peak near 2 eV that can correspond to the increase in absorbance found in spectra from the
literature, that does not, however, appear as sharply in the experiment and is smeared. The
characteristic valley near the 8 eV is also attested for in experimental data.

Figure 5. Imaginary part of the dielectric function for the solid solutions. (a,b)—silver–copper solid
solution, (c,d)—Ga–In solid solution, (e,f)—S–Se solid solution. Solid lines represent the 50% solid
solutions and the dashed lines are the corresponding pure materials. The left column depicts results
for the electric field oriented along the a crystal axis (E ‖ a) and the right column—the electric field
along the c crystallographic axis (E ‖ c).
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4. Discussion

The agreement with the experimental data raises confidence in the correct application
of the DFT methods for the calculation of the electronic and optical properties of the solid
solution of chalcopyrites. By fine-tuning the methodology we aim to use this knowledge in
future large scale high throughput calculations of chalcopyrite materials in hope of finding
suitable candidates for future solar cell research.

The considered solid solution space is comprehensive in that it covers all three possible
ion replacements for the copper gallium disulphide. It is, therefore, reasonable to expect
that some of the points inside this space can be reached by linear interpolation between the
already considered compounds. In this way, additional properties may be predicted. This
improves further the predictive power of our results.

We used different computational codes with different approaches to the DFT calcu-
lations, namely, the LCAO and hybrid functional-based approach of CRYSTAL and the
plane-wave based pure DFT approach as represented by Quantum Espresso calculations.
This duality of methods allowed us to make a comparison between the two. At least in our
case, the calculations performed by CRYSTAL were by an order of magnitude more compu-
tationally effective. The careful choice of hybrid functional also opened a possibility to a
more accurate band gap prediction, and improves the agreement between the calculated
and experimentally observed lattice constants.

On the other hand, the open-source nature of Quantum Espresso provides an ac-
cess to more comprehensive optical property simulations through interfacing with other
computational tools, viz. the capabilities offered by Yambo, yet therein also lies one of
the possible weaknesses of our research; although we find our results to be sufficiently
precise, an improvement may be achieved by utilizing more advanced use cases of the
many-body perturbative theory methods. Excitonic effects might be taken into account
using the Bethe–Saltpeter equation formalism [58], and the band gap prediction can be
made more accurate using the GW approximation [59]. Further work will concentrate
on developing these particular aspects, as well as in the broadening of the class of the
considered materials, for which these effects may prove more significant.

The results of the calculations for the non-equivalent positions of atoms inside the
crystallographic cell provide confidence in the applicability of the method to the prediction
of electronic and optical properties of the chalcopirytic solid solutions. The discrepancies
between the calculated configurations are small, and so the calculated results are, in general,
only loosely dependent on a chosen configuration. The breaking of the tetragonal symmetry
for some of the configurations points to possible interesting properties compared for a
mixed material compared to a pure compound. For example, one can expect that the
breaking of symmetry can lead to an observable difference in the phonon spectra.

A more comprehensive study can also include a greater variety of admixture concen-
trations. This would require a larger computational cell and could lead to additional effects
for the newly obtained configurations for the case of a larger cell. For example, a cell with
a twofold larger volume than the one considered in our study could provide results for
a given metal concentration in the solid solution of 0.125. These changes, however, are
expected to be inconsequential and have an even smaller impact on the overall properties
of the material. Moreover, with a growing computational cell size some of the configura-
tions become less thermodynamically and energetically favorable, and, thus, should have
a smaller presence in the physical crystal, which further diminishes the significance of
such calculations.

Overall, all of the considered compounds can be used for solar cell design with a correct
constituent element ratio leading to a band gap value that is more suitable for photovoltaic
applications. The implicit understanding is, however, that the knowledge of the electronic
and optical properties of an ideal material is insufficient for a successful design of a highly
efficient solar cell. Other factors to consider are the intrinsic and externally introduced
defects, ease of manufacturing, mutual interaction with other materials inside the device,
and economical and environmental considerations. Nevertheless, such theoretical studies
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as this one should at least partly alleviate the difficulties in the search for the optimal
photovoltaic material.

5. Conclusions

Using the theoretical approach described in this study the atomic, electronic, and
optical properties of solid solutions of chalcopyrite materials can be successfully predicted
from the first principles.

Calculations were performed using two different codes (Quantum Espresso and
Yambo) and two different approaches (plane wave and linear combination of atomic
orbitals), one used for band structure calculation, and the other for optical properties
calculations. The text provides a comparison between the two.

In the calculations, the impact of atomic position inside a solid solution crystallo-
graphic cell leads to the possible breaking of tetragonal symmetry yet the effect is small,
but, in general, can be neglected for the bulk phase calculations due insignificance of a
configuration choice on the final result.

The dependence of band gap values and lattice constants is mostly linear for the
considered compounds with a notable exception of Cu–Ag solid solution, for which the
bowing parameter is 80 meV.

Considered compounds show properties suitable for solar cell applications. Chalcopy-
rites show great promise in the field of photovoltaics and, hopefully, the methodology
developed here can be applied for a high throughput calculation of possible candidates for
solar cell applications.
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